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Backtracking Boosts Reasoning!
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Qwen3B-Correct SFT + RL

Qwen3B-Incorrect SFT + RL

Base model 

Reasoning model that produces

 long CoT before answer 

Train base model with RL

Correct CoTs from cold-start

RL model and perform SFT + RL

Incorrect CoTs from cold-start 

RL model and perform SFT + RL

Synthetic backtrack dataset

 and perform SFT + RL


